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Introduction

We derive the hydrodynamic equations for a weakly perturbed voter
model. Thus we add one more model of a stochastic particle system to the
now existing list of models (see references in [1,2,19]), for which the hydrody-
namics have so far been established. There are however more serious reasons
for presenting this paper. They are as follows.

(i) We present a new method for deriving hydrodynamic equations. It uses
perturbation expansions as in [3] (see also [2]) but in a completely different way.
In particular, we do not need any theorems on the existence of solutions to the
limiting partial differential (hydrodynamic) equations. In fact, the existence of
such solutions is proved by our method. Our method gives a complete control of
each term of the expansion. For other methods see e.g. [4,8] and the bibliography
in [2].

*Partially supported by RFFI grant No. 94-01-00930



4 V.A. Malyshev, A.D. Manita, E.N. Petrova and E. Scacciatelli

(ii) The conservation law for the voter model is weaker than, for example, for
the simple exclusion process. Nevertheless, the hydrodynamic equations hold in
the linear case, as has been shown by Presutti and Spohn [17]. Our paper thus
generalises [17] to the weakly nonlinear case.

(iii) Some results exist now ( [11,16]) on the large time behaviour of weakly
nonlinear voter models (with perturbation parameter ¢ fixed, ¢ — o0). This
allows us to go further with respect to hydrodynamical time and to compare
stationary solutions of hydrodynamic equations and invariant measures for the
initial particle system (see [12,13]).

The paper is organised as follows. We consider the voter model in discrete
time. This allows us to use earlier techniques for marginally closed processes |7,
15]. Sections 1, 2 and 3 discuss the case of positive nonlinear perturbations
of the voter model. Section 1 considers Euler scaling. We describe the dual
process and study some properties of its trajectories (diagrams). We derive the
hydrodynamic equation, which is a first order quasi-linear partial differential
equation. Section 2 considers diffusion scaling. The hydrodynamic equation is
a second order parabolic equation (the heat equation with nonlinear source).
The law of large numbers for the generalised random fields generated by the
nonlinear perturbed voter model is given in Section 3. Section 4 discusses the
case of general (non-positive) perturbations. Additional difficulties arise in this
case because of the absence of a probabilistic dual process. Generalisations of
all results on positive perturbations to the case of non-positive perturbations
are presented.

As a conclusion let us note that our method is also applicable to the contin-
uous time model and that the main ideas of the proof are the same.

This paper is a revised version of [14].

Discrete time voter model

A discrete time voter model is a Markov process & with local interactions
and with values in {0,1}%", such that

1) it is conditionally independent [7]: for any z1,...,z, € Z"
P{&i(z1) =1, &(wn) = 1|61(2), 2 € Z7} =

= P{&(z1) = 1§-1(2), 2 € Z} -+ P{&(2n) = 1|&-1(2), 2 € 2"}
(i.e. the components & (x), = € Z¥, of & are conditionally independent given
ft—l)?
2) it has the following conditional probabilities:

PUG() = 1&1(2) 2 € 2) = 3,6 (a + ),

yeER
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where @ is a fixed finite subset of Z”, and

ay > 0, Zayzl.

yeR

A complete description of a continuous time variant of this model can be
found in [10].

It can be easily seen from the above definition that for any = the mean value
of & (x) is conserved under the dynamics of the system. A fundamental result
concerning the ergodic behaviour of &; is the following.

Let uta) denote the law of the process & with initial translation invariant
Bernoulli product measure with mean o, 0 < a < 1. Then Mga) converges
weakly to a measure pq, as t — oo.

The limiting measure p,, is not a product measure. Indeed,

to = (1 —a)do + ady

for v < 2, where §p and §; are the measures concentrated on a single configu-
ration: £(z) = 0 and £(z) = 1, respectively. For v > 3, u, is some non-trivial
translation invariant measure with mean « and slowly decaying correlations.
For example, the asymptotics of the two point covariance function is given by

Cov(&(x), (y)) E@)EW) e = €@ e (€W pa

~ Cla)lz -y,

for |z — y| large. The n-point correlation function can be expressed in terms of

the trajectories of n-particle coalescing random walks on a lattice [7,15].

The duality relation between the voter model and a system of coalescing
random walks has been effectively exploited by many authors, see [10] and
references therein, [7,15]. This duality explains the dependence of the ergodic
behaviour of the voter model on the dimension. In this paper we extend this
duality technique to a class of perturbed voter models through a system of
branching and coalescing random walks with possible death of particles.

In [17] Presutti and Spohn presented a hydrodynamical description of the
voter model. They considered a continuous time variant of the model with
equal a, and a family p. of initial measures with slowly (of order ¢) varying
mean value, € — 0. They proved that the generalised field corresponding to the
process under the diffusion scaling converges weakly to a deterministic field that
is the solution to a diffusion equation.
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1. Hydrodynamical limit for the voter model with a positive pertur-
bation

1.1. Euler approximation

Definition. A discrete time Markov process & with values in {0,1}%" is called
a voter model with positive peturbation if it is conditionally independent with
conditional probabilities of the form:

P{&(2) = 1&1(2),2€ 2"} = (1-Ce) Y ayba(z+y)
yeR

+e Z ca H -1z +y)+ep, (1.1)

AeA yeA
for @) a fixed finite subset of Z”, ¢ > 0 a small parameter, a, satisfying
a, >0, > a,=1, (1.2)
yeq
A a finite collection of finite nonempty subsets of Z”, and

C= ZCA—I—ﬁ.

AcA

Further consider a discrete time homogeneous random walk on Z* with jump

probabilities
_ Gy, ifye@,
ply) = { 0, otherwise. (1.3)

For simplicity we assume that this random walk is ¢rreducible and aperiodic.
Let @ = (a',...,a”) € R” be the vector of mean jumps

i=>» yp(y). (1.4)

Let A= {z,..., 2} be a finite subset of Z" and let A= B;U...UB, be a
partition of A into non-empty non-intersecting subsets (we call them blocks)

By,...,Bj, (BiNBy, =0,1#m; |B|>1foralll).

Consider k coalescing random walks z;(t),7 = 1,...,k, with jump probabili-
ties (1.3), starting at z;, z; = 2;(0). Each particle moves independently of the
others until it meets another particle. Whenever two particles meet, they co-
_____ B, the probability that for each
le{l,...,j} all random walkers z;(t), z; € By, from the same block [ coalesce
into one particle, whilst random walkers from different blocks do not coalesce.
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For any one-point set A, |A| = 1, we put D4 = 1 by definition.

Remark. Dp,,. . B, = 0 for all j > 1 in dimensions v = 1,2. This follows
from the fact that the one- and two-dimensional symmetric random walks are
recurrent.

Let
N = max{|A|: A € A},

and for all j < N

dj = Z ca Z Dp, .. . B;- (1.5)

AEAA|>j BiU..UBj=A

The inner sum in the last expression is taken over all different partitions of the
set A into j non-empty non-intersecting subsets

Bi,...,B; (BiNBr=10,i#k).

For any r = (r!,...,r") € R” denote by [r] the vector ([r!],...,[r"]) € Z".
0 0
Denote by V.. the operator (ﬁ’ ey W)

Theorem 1.1. Let (-) denote the expectation operator of the Markov process
& (-) generated by (1.1), (1.2), having an initial product measure with a slowly
varying parameter, i.e.

(€o(x)) = po(ex), (1.6)

where po : R¥ — [0, 1], po € C1(RY).
Then for any v, for any r € R¥ and any 7 € R the limit

) T
lim (&1 ([=])) = p(7,7) (1.7)
e—0 3
exists. The function p(r,T) belongs to C'(R” x Ry ) and satisfies the equation
op o
== = (@,V,p) — d;p’ 1.
5 = (@ V) CP*; i+ 8 (1.8)
with initial condition
p(0,7) = po(r). (1.9)

Example. Consider the special case of

P{¢(z) = 1|&1(2),2€ 2} = (1—(a+B)e) Y ayb1(z+)
yeERQ
teabi(z +y)&-1(r +y") +eB, (1.10)
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for fixed vectors 3’ and y” in Z”. Then the hydrodynamical equation is given

or (1.11)
+ (@D — (a+ B))p(r,7) + a1 = D)p?(7,7) + B,
with D = Dy, .y the probability that the two independent random walks in

7V starting at sites 3y’ and y” respectively and with jump probabilities given by
(1.3), will ever meet. In the case of a =1, =0 we get

apé: n) - Zai% — (1= D)(p(r,r) = p*(7,7). (1.12)

The remainder of this section will be devoted to the proof of Theorem 1.1.
We use a graphical representation and the dual process. This dual process is a
branching coalescing random walk with some probability (in general non-zero)
of death. The main point is that the mean number of particles during time £~!
is uniformly bounded in €.

Proof of Theorem 1.1. Without loss of generality we prove the Theorem for the
case considered in the Example. The generalisation is evident.

1.2. The diagrams

A diagram G = G(t,x) is a graph with vertices in Z; = {0,1,...,t} x Z".
A k-slice of Z; will be the set {k} x Z", k =0,1,...,t. An edge of the diagram
connects two vertices on sequential slices of Z;. We construct the diagrams
sequentially slice by slice, starting with the t-slice.

Algorithm for constructing diagrams

1. Each diagram has a unique vertex on the ¢-slice, namely (¢, ).

2. There are three possibilities for creating verteces on the (¢t — 1)-slice and
edges connecting them with the t-slice:

(i) One vertex on the (t —1)-slice. This is a vertex (¢t — 1,z + y) for some
y € Q. In this case there is an edge connecting this vertex with (¢, z);
it is called a single edge.

(ii) Two vertices on the (t—1)-slice, namely (t—1,z+y’) and (t—1,z+y").
Then there are two edges connecting these two vertices with (¢, x).
In this case we will call this a branching at = at time t.

(iii) No vertices on the (¢ — 1)-slice. Then we will call (¢, 2) a final vertex.
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3. Suppose that the k-slice of the diagram has been constructed. For each
vertex on the k-slice we construct one, two or zero vertices (and corre-
spondingly one, two or zero edges) on the (k — 1)-slice using (i), (ii),
or (iii). We do not take into account the multiplicity of a vertex, i.e. if
some vertex has been constructed two or more times, it is considered to
be a single vertex.

4. The procedure terminates on the [-slice, if all vertices on the [ + 1-slice
are final. Otherwise the procedure terminates on the 0-slice. We call all
vertices belonging to the 0-slice end-point vertices.

We define the contribution J(G) of a diagram G as follows:

J(@) = (1-e(a+0))*(ea)’(8)! [ ay (€(z0) - (Eolzm)), (1.13)

where s = s(G) is the total number of single (i.e. not being a part of any
branching) edges in the diagram G, b = b(G) is the number of branchings in G,

f = f(G) is the number of final vertices in G, [] is the product over all edges
y
{(t',2"), (' — 1,2' + y)} of G without branching in 2’ and z1,..., 2z, are the

end-point vertices of G on the 0-slice.

Lemma 1.1.
(&)= J(G) (1.14)
G
where the summation is over all diagrams constructed with the above algorithm
and where J(G) are defined in (1.13).

Proof. Taking the expectation in (1.10) and iterating this ¢ times, we get (1.14).
O

1.3. The dual process

It is convenient to view these diagrams as the trajectories (in reverse time
t = |r/e] —t) of a coalescing branching random walk n; on Z”. The random
walk 7z, starting at x € Z¥, jumps to the point x + y, y € @, with probability
(1 — e(a + B))ay; with probability ea it produces a new particle (all particles
are identical) that is put at point = +y” , and the particle itself jumps to x +y/;
the particle can also die, and this occurs with probability 3. If the number of
particles is greater than 1 they behave independently of each other. Note that
two particles coalesce when they jump to the same point 2’ at the same moment
of time, i.e. they become a single particle. This occurs because of the property

(&(2")” = &().
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We need another stochastic process (; majorising n;. It is a discrete time
branching process with one type of particles. We assume that each of the par-
ticles in (; produces at the next time instant and independently of the other
particles zero, one or two descendants with probabilities:

po=¢B, pr=1-cla+p), p2=ca (1.15)

Lemma 1.2. The mean number of branchings of the process 1, ;] is uniformly
bounded in € .

Proof. Tt is easy to see that the mean number of branchings Eb(n;) of the process
77 is not larger than the mean number of branchings Eb(¢z) of the pure branching
process (g, i.e.

Eb(nz) < Eb(Cr)- (1.16)

The mean number of particles for (; at time 1 is equal to
me=1—¢ela+ ) +2ca=1+e(a—0). (1.17)

The mean number of particles at time ¢ for (; is equal to m.; = ml (cf. [6]).
Hence the mean number of branchings for n; at time ¢ = [r/¢] is uniformly
bounded in €, even if the process (7 shows a super-critical behaviour. This is
because

Mer = (1 +e(a— B)7/e <eml@=h),

O

Corollary 1.1. The probability that the number of branchings of 1, ) is big-
ger than N tends to 0 as N — oo, uniformly in €.

Proof. This follows from Lemma 1.2 by Chebyshev’s inequality

Me

N

P(np-/) > N) < (1.18)

1.4. The limit

Denote by G, = G,([7/¢],[r/e]) the class of diagrams with exactly n
branchings constructed for ([, /j([r/e])). Let us represent the sum (1.14) as a
series in the number of branchings:

(Erra(ZD) =22 3 J(G). (1.19)
n=0Geg,

Lemma 1.2 implies that this series converges uniformly in €. We want to
take a termwise limit in (1.19) for ¢ — 0. Let us fix N large enough, such
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that Y. > J(G) is small. The main difficulty is to calculate the limits of
n>N GEG,
the diagrams having vertices on the 0-slice, since these diagrams “remember”

initial conditions. This is the reason for restricting to the case « =1, =0 in
the present and next subsections.

To formulate the main Lemma we need some definitions. Let us refer to
branchings and coalescings as events. We define a path as a subgraph of G
which has vertices on consequtive slices; one vertex on each slice:

{(tl,l'l), (tl — 1,.%'2), ey (tl —k+ 1,1‘k)} ,

connected sequentially by edges.

For any given diagram G with n branchings, k coalescings and m vertices on
the 0-slice we construct an abstract graph I' with n + &k +m + 1 vertices in the
following way. We number all vertices of G, in which a branching or coalescing
occurs, in their order of appearance in dual time from 2 to n+k+1. We number
the endpoints of G from n+k + 2 ton+k+m+ 1. Vertex 1 of I" corresponds
to the initial vertex ([7/e], [r/€]) of G; the other vertices of I correspond to the
numbered vertices of G. We construct an edge connecting vertices ¢ and j of
I, if there exists a path in G connecting the corresponding vertices of G and
not containing any other numbered vertex of G. If two such paths exist, we
construct two edges between i and j. (Note, that no more than two such paths
exist, since a branching gives birth to only one new particle).

Let 7,, be the set of graphs I' generated by the diagrams in G,.

Lemma 1.3. Consider two functions @' = a'(¢) € Z¥ and t' = t'(¢) € Z, such
that
ex'(e) = 0, &—0,

et'(e) =0, €—0. (1.20)

Choose initial vertices ([T/e] + t',[r/e] + 2') in the diagrams. Then for any
n < N and any I' € 7, the following limit exists:

lim J (@),
e—0
G:T
where the summation is over all diagrams G € G,, corresponding to a given I
by the above procedure. This limit does not depend on x’ and t'.

For « = 1, f = 0 the first statement (1.7) of Theorem 1.1 follows from
(1.19), Lemma 1.2, Corollary 1.1 and Lemma 1.3. To prove (1.8) we need an
explicit expression for the limit in Lemma 1.3, which we will derive in the course
of the proof.

Proof of Lemma 1.3. We use induction to the number of branchings. For the
induction step we will not only need to prove the existence of the limit, but also
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that the limit is invariant under a slight perturbation ([7/e] +t/,[r/e] + ') of
the initial point ([7/¢], [r/e]).

The basis of the induction

1. No branchings

For n = 0, 7y consists of a single graph with two vertices and an edge
connecting these. We will call G € Gy a path.

Lemma 1.4. Consider the functions x’(¢) and t'(e) satisfying (1.20). Then

lim > J(G) = lim > J(G) = e Tpo(r +ar).
GEGo([7 /el +t! [r/e]+a") GeGo([r/el [r/e])
(1.21)

Proof.
Z J(G) =1 —¢)l/e Z P[T/E]([a — 2)po(ez) (1.22)

GeGo([r/e],[r/e]) Z€Z"

with P;(x — z) the probability that the random walk with jumps given by (1.3)
and initial point x at time 0, is in z at time ¢. An easy consequence of the law
of large numbers and the continuity of pg is:

) r

lim P['r/s]([g} — z) po(ez) = po(r + at).

e—0
z€ZY

This remains true, if we take [r/e] + 2’ and [7/e] 4+ t’ instead of [r/e] and [7/e].
This proves Lemma 1.4. a

2. One branching

Next we consider diagrams with exactly one branching. There are two such
types of diagrams: branching with coalescing, which we will call a loop (Figure 1)
and branching without coalescing, which we will call an actual branching (Figure
2). These diagrams play a basic role in our study.

Denote by f; the probability that two independent random walks wgl) and
w§2) on Z” with jump probabilities (1.3), starting at ¢y’ and y” respectively, will
meet for the first time exactly at time ¢. Denote by D the probability that these
random walks will ever meet:

D=> fu. (1.23)
t=1
Lemma 1.5. Let 2’ and t’ satisfy (1.20). Then

gl_%G g([/]z'[/] 9] e s iLI%GEQ ([;][/]) e
S T/e|+t,|r/e|+x"): 1(|T/€l,lr/e)):
' G iss a loops G is a loop (124)

= 71 "Dpo(r +ar).
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Figure 1 Figure 2

Proof. Rewrite the left-hand side of (1.24) in terms of random walks:

[r/e]
> J(@Q) = e(1—eg)l/el ZZPM ] — 1)
G€Gi([r/e)Ir/e]): ti=1 o
G is a loop
[t/e]—t1—1
S0 fulwr—2) (1 =6) Y Pryemty—ta (w2 — x3)po(exs).  (1.25)
to=1 To T3

Here f;,(z2) is the probability that the random walks w(®) and w(®, starting at
y' and y” respectively, meet for the first time at time ¢ at point zs.
Decompose the summation over t3 in (1.25) into two summations:

[T/e]—t1—1 o() [T/e]—t1—1
)IEED DR D DI
ta=1 to=1  ta=¢(e)+1

where ¢(¢) is a function with the following properties:

() = o0, ep(e) =0, (¢—0). (1.26)
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From (1.25) it is easy to see that the sum ZZ/: E(Lz:)fll

sufficiently small. So, for proving the Lemma it is sufficient to consider the sum
S0 in (1.25).

Remark. The mean number of branchings before time [7/e] is finite. This
means that branchings can not occur too fast: as a rule, the period of time
between two successive branchings is of order e 7'. Hence we can take t; = [ /e],
for some 71, as the moment of the first branching.

becomes small for

More precisely, choose a small constant £ > 0 and decompose the summation
over t1 in (1.25) into two parts:

[r/e]  [x/e] [T/€]

o=+ > . (1.27)

t1=1 t1=1  t1=[k/e]+1

The first sum does not exceed the probability that the branching process (7 has
a first branching before time [k/e]. This is less than cx for some constant c,
depending only on 7.

Consider the second sum in the right-hand side of (1.27). Since ¢; is bigger
than [k/e], the particle moves according to the law of large numbers. This
means that for each § > 0 and v > 0 there exists £0(d,7), such that at time ¢;
the moving particle is in a ball By with centre [rr/¢] + dt; and radius 6t;, with
a probability greater than 1 — 7 for any ¢ < g9. During period 3 (actually
the loop) two moving particles can leave the ball By, but not further than
¢(e) diam Q. After this, during time t3 = [7/¢] — ¢1 — to, with probability close
to 1 the particle moves to a point x3 that belongs to the ball By with centre
[r/e]+adt and radius §(t1 +1t3)+¢(e) diam Q. Hence, with probability arbitrarily
close to 1 for sufficiently small € we have

lewy —r — 7| < 67 + £g(e) diam Q, (1.28)

for 6 > 0 arbitrary small, fixed. Choosing ¢ sufficiently small and using the
continuity of pg, we can replace pg(ex3) in the second sum in (1.27) by po(r—+ar).

Let us write
#(e)

De=Y "> fi(w2). (1.29)

to=1 xo
The second sum in (1.27) is equivalent to
[7/e]
€ Z D.(1—&)l"/elpy(r +@r) — (1 —K)De Tpo(r+ar).  (1.30)
t1=[r/e]+1
Note that the left-hand side of (1.25) does not depend on k. Thus, by taking

the limit kK — 0 and by using (1.30) we get the statement of Lemma 1.5. This
argument does not change when we add z’ and ¢’ satisfying (1.20). o
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Lemma 1.6. Let ©/ and t’ satisfy (1.20). Then

m Y e -wm Y@
GeGi([t/e]+t,[r/e]+a’): GeGi([t/el,[r/e]):

G is an actual branching G is an actual branching

T

= (1-D)pd(r+ &'T)/e*('r*n)efwldﬁ.
0

Proof. We have

S J(G)
GeGi([r/el,[r/e)):

G is an actual branching

[7/€]
= Q-3 (1-omIu3"p, ([g] — )
t1=1 x1

(1.31)

> Plojgn-1(m +y a1 +y” = 22, 23) polex2) polexs).

x2,T3

Here P stands for the probability that two particles, starting at z; + v’ and
x1 + 3" respectively, and performing two independent random walks with jump
probabilities a,, will be in z9 and x5 respectively at time [7/¢] —¢; — 1, without
their trajectories having intersected.

Using the same arguments as in Lemma 1.5 we can replace po(ex2)po(cxs)
in (1.31) by p2(r +ar). Denote u(e) = [r/e] —t; — 1 and rewrite P in (1.31) as
follows:

Py (@1 + 9y 21 +y" — 22, 23)

= Pyo(r1+y — 22) Pyey(z1 +y" — x3)

u(e

)
— Z ft,(x4) Pu(s)—t’ ($4 — xg) Pu(s)—t’ ($4 — x3).

t'=1 x4

(1.32)

In this expression ¢’ is the time of the first intersection, x4 the place of the
first intersection and we have added and subtracted all pairs of intersecting
trajectories. Using the arguments and results from the previous Lemmas we see
that summing the right-hand side of (1.32) over x5 and x3 we get an expression
equivalent to 1 — D, as ¢ — 0.

Returning to (1.31) we get
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Figure 3

> J(G)

GeGi([/el,[r/e]):

G is an actual branching

[r/e)
~ (M=) (11— D) (1 — )T/t 2 (r + diT)
t1=1
— p3(r+ar)(1—D)e T / e~ dr (1.33)
0

= (1-D)e " (1—e7)pi(r+ar).
This completes the proof of Lemma 1.6. a

3. Vanishing diagrams

Finally consider diagrams with more than one branching, b > 2. We say that
a diagram has a branching inside a loop, if it contains a fragment as depicted
in Figure 3, i.e. if one of the random walkers generating a loop, produces a
daughter particle before coalescing.
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Denote by én the class of diagrams with n branchings but without a branch-

ing inside a loop. Then J (Gn \ Gn) is the class of diagrams with n < N
n<N
branchings and at least one branching inside a loop.

Lemma 1.7.

lim > J(G) = 0. (1.34)

e—0

Ge | (Gn\Gn)

n<N

Proof.  Using the same argument as above, for (1.34) it suffices to consider
only the summation over the diagrams having loops of size not larger than ¢(e).
Denote this sum by 32" J(G) and let t be the first moment (in dual time) that
a loop with a branching inside starts. Then

) [r/e]
DT IG) <> P(Ay), (1.35)

where P¢(A¢) is the probability that the branching process (7 has at least two
branchings: one exactly at time ¢, the other in the interval (¢,t+ ¢(e)). Hence,
the right-hand side of (1.35) does not exceed £%([7/¢])#(¢) and by (1.26) this
tends to 0 as € — 0. O

It follows from Lemma 1.7 that the only diagrams with a non-zero contri-
bution in the limit, are trees with non-intersecting loops in the branches. We
denote this class of the diagrams by G = |J,, Gn. The graphs that correspond
to these diagrams, have only trivial cycles i.e. two edges between the same pair
of vertices (Figure 4). Indeed, if G has a branching inside a loop then I' has a
cycle at least of length 3 (see Figure 3) and vice versa.

Inductive decomposition of diagrams and the induction step

For each diagram G([r/¢],z) € G,, there are two possibilities:

A) There exist 21 € Z¥, 1 < t; < [1/e] — 2, a diagram G;(t1,21) € Qn_l and a
loop G2 ([7/e]—t1,x) with initial point z and final point x1, such that G([r/¢], x)
is the union of the graphs Ga([7/e] — t1,2) on {t1,t1 + 1,...,[7/e]} X Z¥ and
Gl(tl,l'l) on {0, 1,.. .,tl} X ZY.

Obviously, in this situation

J(G([r/e],2)) = J(Ga([r/e] — t1,2))J (G1(t1, 21)) (1.36)

with

J(@) = J(@G) /(I polew)) :

the product is over all end-point vertices of G.
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Figure 4

B) There exist

a point (ﬁl,l’l) S Z[T/E],l = {0, 1,..., [T/E] — 1} x ZV, t1 >0,

non-negative integers ni,ng, n1 +ng =n — 1, _

two diagrams G1(t1 — 1,21 + ') € G, and Ga(t1 — 1,21 + y") € G,

and a path Go([r/¢] — t1, ) from z to x1,
such that diagram G([7/¢], z) is obtained by putting Go on {¢t1+1,...,t} X Z¥,
G and G2 both on Z;, _; and by subsequently adding two edges:

((t1,21), (1 — Lz +9)) and ((t1,21), (t1 — 1,21 +y")).

Note that the diagrams Gy and G do not intersect, since G([7/¢], z) € Gn.
In this case

J(G) = £J(Go)J(G1)J(Go). (1.37)

Using this decomposition we can construct any diagram inductively from the
paths by choosing one of the already constructed diagrams and by subsequently
adding a loop or by taking two of the already constructed diagrams and by
subsequently connecting them through a new branching. The same is true for
the corresponding graphs I' (see Figures 5 and 6).

Consider an arbitrary graph I' that corresponds to some diagram with n
branchings and without any branching inside a loop. We want to show the
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: Fl :

Figure 5 Figure 6

validity of the induction step, i.e. we want to prove that for each z’ and ¢’
satisfying (1.20) the following limit exists:

;LI% J(@), (1.38)
G:T
where the sum is over all diagrams G that correspond to the graph I' with initial
vertex ([7/e] +t',[r/e] + a’), given that this limit exists for any I' with n — 1
branchings.

First consider case A) of the decomposition, i.e. there is a loop between
vertices 2 and 3 of I' (Figure 5).

Denote by I'y the graph obtained from I' by deleting vertices 1 and 2 and all
incident edges. Then vertex 3 becomes the initial vertex of I';. Each diagram G;
corresponding to I'; has n — 1 branchings. Under the induction assumption for
any such I'; and for any z} and #] satisfying (1.20) the limit

lim J(G) = L(r,r,T1) (1.39)
e=0 Gy : 1

exists, where the sum is over all diagrams G that correspond to I'y with initial
vertex ([7/e] +t, [r/e] + ).
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Then
$(e)
DJG) ~ Y (A=) Py(lr/e)+ ) =) Y (1-e)*
G t1,21 t2=1 (1.40)
D Pu(sty i +y > zzm) Y J(G).
z2 Gl :Fl

The rightmost sum in (1.40) is over all diagrams G on Z; /-)—¢, —¢, With initial
vertex ([7/e] — t1 — ta, 22) that correspond to the graph I';. As in Lemma 1.5
we may take t; = [r/e] for some 0 < 71 < 7. According to the law of large
numbers we can write any zs in the sum »_ as

22

S B 1
= L+ a[2] +20)
for some a’(¢) satistying (1.20). This allows to apply the induction assumption
to the rightmost sum in (1.40). The limit L(r — 71,7 4+ am,T'1) of this sum
exists and does not depend on z;. Hence, using the definition of D for the sum
>3 P, in (1.40), we see that the right-hand side of (1.40) tends to

t2 zZ2
D/eiTlL(Tle,T+d'7'1,F1)d7’1. (1.41)
0

Next consider case B) of the decomposition (Figure 6). We have

Y J(G) = 52(1—5)“Pt1([£}+x’ —z) S J(G)I(Ga). (142)

G:T t1,2 G1:T'1,Ge : Tg,
G1NG2=0
Here the summation is over all diagrams G1 on Z; /¢, 1 with initial vertex
([t/e] —t1 — 1,z + ') that correspond to graph I'y and over all diagrams G2 on
Zi; /e)—t,—1 with initial vertex ([7/e] —#; — 1,2 +y") that correspond to graph
'3, such that G; and G2 do not intersect. Let us add and substract in (1.42) the
summation over all pairs G; and G of intersecting diagrams that do not have
any branching before their first intersection. By Lemma 1.7, the probability
that G; and G2 intersect after the first branching in G; or in G2 tends to 0 as
¢ — 0. Consequently,

> JG) ~

G:T

~ EZ(l—s)tIPtl([g] +:C/*>Z) ( Z J(G1) J(G2)
G1 =G (

t1,2 Z“"y/v["-/g]*tl*l) 1T,
G2=Ga(2+y",[T/e]—t1—1) : T2
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P(e)
- ZZPt2(2+y/,Z+y//_’ZQ,Z2) Z J(Gll)J(GIQ)>

to=1 22 G’ (z2,[1/e]—t1—1—t2)
Gh(z2,[T/e]—t1—1—t2)

(1.43)
The summation over G1, G2 and G}, G} is free, i.e. there is no condition on
intersection or non-intersection. As before, we can take t; = [r1/e]. According

to the law of large numbers, for each 8, ~ there exists g, such that for any

e<egg
Z Ptl([g] +a' —z)>1-7,
z€B(6)

where B(d) C Z¥ is the ball with centre [r/e] 4+ @[r1/¢] and radius [ /e].
Choosing ¢ small enough, we see that for any z € B(d) there exists 2/ = 2/(z),
such that ez’(z) — 0 as ¢ — 0 and

e=[Z]+a[Z]+a(2).

So we can apply the induction assumption to the sums over G; and G in (1.43).
Denote the limits of these sums by

L(t —m,r+adn,I'h) and  L(T — 7,7 +dm, 1)

respectively. By virtue of the induction assumption the limit for the sum over
% is equal to L(t — 71,7 + am,I'1) and the limit of the sum over G4 is equal
to L(T — 1,7+ dm,'2), because G} and G; correspond to the same I'y and G

and G correspond to the same I's. Then

2
ZJ(G) ~ 6(1—D)Z(l—E)hHL(T—Tl,T-i-C_iTl,Fi)
G:T t1 i=1
(1.44)
T 2
— (1- D)/e‘T1 HL(T — 7,7+ dmn, ;) dm.
o i=1
This completes the proof of Lemma 1.3. g

Let us rearrange the series (1.19) by taking together the terms that corre-
spond to the same graph I'. As this series converges uniformly in ¢, we can take
the limits term by term. This yields

1im<§[,r/€]([a)> = e "po(r+ar)+ Z Z L(r,r,T). (1.45)

e—0
n=1T¢€T,

This proves the first statement of Theorem 1.1 for a =1, = 0. O
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Let 7, be the following continuous time branching process living in R”. One
particle starts from r € R” and moves straight with constant speed @ during an
exponential time with intensity 1. When the clock rings a coin is tossed: nothing
happens with probability D, with probability 1— D the particle produces another
particle that is placed at the same place as its mother. The particles are identical
and they move and branch independently by the same laws, etc. Let n(7,) be
the total number of particles at time 7. It is clear from the proof of Lemma 1.3
that (1.45) is the expectation of the function po(r +@r)""*) with respect to the
distribution of the process 7j;.

Consider now the case 3 # 0. This case differs from the case § = 0 only in
that some of the branches might not reach the 0-slice. The class Gy of diagrams
without any branching consists now of two subclasses: the paths reaching the
0O-slice and the paths dying before time [7/€]. The limit of the second subclass
is the sum of some geometric progression. Using this fact and Lemmas 1.4, 1.5
and 1.6 it is possible to explicitly calculate the limits of the diagrams in Gy
and G;. Lemma 1.7 is true, since the proof does not use the value of the death
probability for the dual process. The corresponding version of the inductive
decomposition can be constructed as well, and so the main steps of the proof of
Theorem 1.1 are the same.

1.5. The hydrodynamic equation

To complete the proof of Theorem 1.1 we need to show that the expression
in (1.45) satisfies Equation (1.11). Note that the smoothness of p(r, 7) follows
from the smoothness of pg(-), the inductive decomposition of the diagrams and
the explicit expressions for the limits of paths.

For the sake of brevity we describe the derivation for the case 8 = 0. The
generalisation is quite evident. Let us denote the right-hand side of (1.45) by
F = F(r,r), and write

Fo(r,r) = e Tpo(r + ar).
Let us decompose the summation in (1.45) into two sums F; and F» as follows:
F contains all I' with the first event being the beginning of a loop,
F5 contains all I with the first event being an actual branching.

Then by the inductive decomposition and Lemma 1.3

T

Fi(rr) = > ) ng+1(7“+5T)/€_(T_71)Z(7‘1,7‘,F) dr,
n=0 TI'e7, 0
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Fy(rr) = >3 > > (1=D)pgt 3 (r +ar)

m=0 n=0 I'1e7,, I'2€7T,
. /e—(T—Tl)Z(Tl,T,Fl)Z(Tl,T,FQ) d7'1,
0

where B
L(Tla T, F) = L(Tla T, F)/ngrl(T + 67—)

Explicit calculation shows that

OF, .

8—7_0 = (d,V,.Fy) — Fp,

OF

8—71 = (a@,V,F)— F + DF,

OF.

8—: = (@ V,F) — F,+ (1— D)F2,

The hydrodynamic equation (1.12) immediately follows and so Theorem 1.1 is
proved. |

2. Diffusion approximation

In this section we assume the random walk (1.3) to be such that the
local central limit theorem holds. It is enough to assume for example, that the
mentioned random walk is completely irreducible and aperiodic (see [5]).

Theorem 2.1. Consider a nonlinear voter model (1.1), (1.2) with zero drift:
a= Z yay, =0
y

and with initial product measure

(€o(@)) = po(e'/x), (2.1)

where pg is a smooth function. Let B = (b;;) be the covariance matrix of the
jumps of the random walk (1.3):

bij =Y ayy'y’. (2.2)

yeR

Then for any v, for any r € R¥ and any 7 € R the limit

lim (€1 ([re=/2))) = p(7,7) (23)
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exists and satisfies the equation

N
ap .
= =1/2(BV,,V,)p— > djp’ 24
5, = 1/2(BV:, Vi)p Cp+j:1 ip’ + 8 (2.4)
with initial condition
p(0,7) = po(r). (25)

The proof is analogous to the proof of Theorem 1.1. The dual process is
the same. Since the mean number of branchings is bounded, it is possible to
take the limit of the series with the graphical representation of the correlation
function. The random walk (1.3) has zero mean, so we use the local central
limit theorem instead of the law of large numbers. As above, the contributions
of the diagrams having at least one branching inside a loop, vanish in the limit.
The corresponding versions of Lemmas 4.8 and 4.11 are true. Note, that the
limiting process 7}, is the branching Brownian motion (possibly with death).

3. The law of large numbers
Let S(R¥) denote the Schwartz space of rapidly decreasing smooth functions.

e For @ # 0 let £ () be the same voter model with a positive perturbation as
in Section 1.1 with initial distribution (1.6). In this case we will consider
the following generalised field:

Si(p) =" Y &rja(@)p(en), ¢ € SRY).

xELY

e In the case of “zero drift” @ = 0 we shall denote by & (x) the process
defined by (1.1) with initial product—measure (2.1) as in Section 2 and we
introduce the generalised field:

TE() =" Y &rye(@)p(e?n), @ € S(RY).

rEeZY

Theorem 3.1. For anyv > 1, any 7 > 0, and ¢ € S(R”) we have the following
convergence in mean fore — 0:

St /a(p) — /p(ﬂ r)p(r) dr, (3.1)

where p(-,-) is the solution of hydrodynamical equation (1.8) with initial condi-
tion (1.9).
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Theorem 3.2. Let v > 1 and @ = 0. Then for any 7 > 0 and ¢ € S(R”) we
have the following convergence in mean for € — 0:

(o (0) — / p(r,r)ep(r) dr, (3.2)

where p(-,-) is the solution of hydrodynamical equation (2.4) with initial condi-
tion (2.5).

We will only give the proof of Theorem 3.1 because the proof of Theorem 3.2
is similar.

Proof of Theorem 3.1. The Theorem follows from two statements:
L. &7/ (Ir/el)) =2 p(7,7) uniformly in r on compacta, for all 7.

2. Var(S<(y)) =20, for all ¢ € S(RY).

Statement 1 is true by Theorem 1.1. To prove statement 2 we note that

Var(S5(p)) = Y plez)p(eza) - Cov(§ir/e (21), §rye (22)).-

21,22€2LY
Decompose the last sum into two parts:
5211 § — €2V § § + 5211 § § , (33)
21,%22 21 zgi|zg—z1|<e—1/2-9 21 zg:|29—z1|>e~1/2-8

where ¢ is a fixed constant with 0 < ¢ < 1/2.

The first sum is bounded by O(¢*/2-9*) and hence tends to 0 as ¢ — 0.
Applying Lemma 3.1 below we find that the second sum in (3.3) vanishes as
€ — 0. This proves the Theorem. O

Lemma 3.1. Foranyv >1,7>0,0<§ <1/2

sup ’COV(g[T/E] (zl)ag[f/s] (ZQ))’ — 0, ase—0.

|2g—21|>e—1/2-6

Proof. Let n°"** be the dual process starting from the two-point configuration
{z1, 22}. Consider the event

AL (21, 22) = {

two subtrajectories of the process n?!*? }

-
originating in z; and z meet before time [—}
€

To prove the lemma it is sufficient to establish that

P(A%(21,22)) = Oase — 0,
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uniformly in 21,29 @ |22 — 21| > £=1/2=9 To achieve this we note that for ¢
sufficiently small

1) the number of branchings in each subtrajectory is less than e~1/2

ability at least 1 — c;e'/? (by Chebyshev’s inequality);

with prob-

2) by the central limit theorem a walking particle z(t) € Z" with 2(0) = o,
t € [0,e717], does not deviate from the line ¢ 4 at more than e~1/27%/2 with
probability at least 1 — ¢z exp(—c3e=%/?);

3) the trajectories of branching random walk 7n*° starting at the single-point
configuration {xo} do not deviate from the line zo + at more than e~1/279/2
with probability at least

—1/2

(1 — 0151/2) (1 — o eXp(*Csé“ﬂs/Q))‘E ;

which tends to 1 as ¢ — 0.

Hence the subtrajectories under consideration do not meet with a probability
that tends to 1, as € — 0, thus proving the Lemma. O

4. The voter model with general perturbations

4.1. The model and main results

The perturbed voter model is a discrete time conditionally independent
Markov process &, t € Z,, with state space S = {0,1}%" and conditional
probabilities given by

P{én(@) =116()} = (1—2) ) ayli(z+y)
veQ (4.1)

+e(Py(&e(- + ) — P-(&(- + ) + B),

where € > 0 is a small parameter, () is a given finite subset of Z", a, > 0, y € Q,

> ay =1, and P (-), P_(-) are cylindrical functions on S given by
yeQ

PL(E() = > EE) - Elym),

A€P+, A={y1,....ym}

where cf > 0, P4 and P_ are given finite collections of finite subsets of the
lattice Z".

As in the positive perturbation case we assume that the random walk with
jump probabilities (1.3) is irreducible and aperiodic.

Assumption on P, and P_. In the sequel we assume that Py and P_ are such,
that (4.1) varies between 0 and 1 for sufficiently small e. Below we will consider
only such . This is true, for example, if the following conditions are satisfied:
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LY ch+p<1,
A€P+

2. for each A € P_ there exists y’ € A such that v’ € Q.

We need in the next subsections the following polynomials f(u), f—(u),
(ueR):

Nyt
Felw) = S dFul, (4.2)
j=1

where
Ny

max{|A| : A€ Py}

=Y G Y Do -

AG'Pi,'A'Z] B1U...UBj:A
The inner sum in the last expression is taken over all different partitions of the
set A into j non-empty non-intersecting subsets By, ..., B; (B;NBy = 0,i # k).
Dg,,... B, are defined in subsection 1.1.

Remark. We recall that in dimensions v = 1,2 any symmetrical random walk
with bounded jumps is recurrent. Hence the homogeneous random walk on Z*
with jump probabilities

q(z) = Zp(z —x)p(z) = Z y, Gy (4.4)

Y1€Q,Y2€Q:
Y1—Y2=x

is irreducible, aperiodic and recurrent. This implies that D4 = 1 for all A € P,
B; = 0 for any j > 1 and all nonempty Bi,..., B;.

.....

4.1.1. Euler limit

Let (-) denote the expectation of the Markov process &;(-) generated by
(4.1) with initial distribution

<€0($1) .. fo(l‘n» = H po(sxi), (45)

where pg is a smooth function with 0 < po(-) < 1.
As in Section 1 we denote by @ a mean jump vector for a discrete time
random walk on Z” with jump probabilities (1.3).

Theorem 4.1. Let v > 1. There exists 79 > 0 not depending on v, such that
for all 7 € [0,79) the limit

(Eirsel([r/e)) — pl7,7), € =0, (4.6)
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exists uniformly in r on compacta. p(t,r) is the unique solution of the equation

op

5 = (@Vrp) = p+ f4(p) = f-(0) + 8 (4.7)

with initial condition p(0,7) = po(r). (The functions fi(-) are defined in (4.2)
and (4.3).)

Remark. Note that under the conditions of this section the solution of Equa-
tion (4.7) exists for all 7 > 0 and it varies between 0 and 1, if the initial condition
satisfies 0 < po(-) < 1. This follows by analysing the solutions of (4.7) using the
method of characteristics.

Theorem 4.2. Let v = 1,2. Then for all 7,0 < 7 < o0, the convergence (4.6)
is uniform on compacta and p(7,r) is the unique solution of the following linear
differential equation

dp - _

L =@V - (1= Y h+ Y q)o+s (48)
AePy AeP_

with initial condition p(0,r) = po(r).

Remark. The assumptions on the aperiodicity of the random walk with jump
probabilities (1.3) is convenient, but not essential. The method presented here
allows us to treat the periodic case as well. In the latter case we can derive
non-linear hydrodynamical equations in any dimension, including v = 1, 2.

Theorem 4.3. Let v > 3 and let Py (-) and P_(-) be such, that the coefficients
given in (4.3) satisfy the inequalities

+ — .
dj >d; for all j > 2. (4.9)

Then the convergence result (4.6) holds for all 7, 0 < 7 < oo, uniformly on
compacta.

Remark. We hope that the conditions of Theorem 4.3 on dji are non-essential
and that the statement of the Theorem is true without (4.9).

4.1.2. Diffusion limit

We consider the case of zero drift: @ = 0. Let () denote the expectation
operator of the process &(-) generated by (4.1) with initial distribution given
by

(bo(z1) ... &o(xn)) = H p0(€1/2$i), (4.10)

where pg € C1(RY), 0 < po(-) < 1.
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Consider the following second order parabolic differential equation:

dp 1 - 0%p
5*5__2: bwm*ﬂﬂ#(ﬂ)*f—(ﬂ%rﬂ (4.11)
with initial condition
p(0,7) = po(r). (4.12)

In (4.11) B = (b;;) denotes the v x v — covariance matrix of the random walk
with jump probabilities (1.3) (see also (2.2).) In this subsection we assume the
local central limit theorem to hold [5] for this random walk.

Remark. If the assumptions on P and P_ are satisfied then the solution
of (4.11) exists for all 7 > 0 and py € C*(R¥). Moreover, if 0 < po(r) < 1
then 0 < p(r,7) <1 (see [9]).

The Theorems stated below are the corresponding versions of Theorems 4.1,
4.2 and 4.3 for the zero drift case. On the other hand they are the generalisations
of the results of Section 2 for the case of non-positive perturbations.

Theorem 4.4. Let v > 1, @ = 0. There exists 79 > 0 independent of v such
that for all T € [0,7) the

(s ([r/'?))) — pl7,7), (e = 0), (4.13)

limit exists uniformly in r on compacta and p(t,r) is the solution of equation
(4.11) with initial condition (4.12).

Theorem 4.5. Let v =1,2,a=0. Then for all 7, 0 < 7 < 0o, the convergence
result (4.13) holds uniformly on compacta and p(r,r) is the unique solution of
the linear second order differential equation

@zlib'»ﬂ—(l—zcﬂrzc‘) +8 (4.14)
or 2 Y oriori A AP '

i,j=1 AePy AeP_
with initial conditions (4.12).

Theorem 4.6. Let v > 3, d = 0 and P, (-) and P_(-) are such that coefficients
given by (4.3) satisfy (4.9).

Then the convergence result (4.13) holds for all 7,0 < 7 < oo, uniformly on
compacta.

The proofs of Theorems 4.4, 4.5 and 4.6 do not need any additional tech-
nical tools in comparison with Theorems 4.1, 4.2 and 4.3. The only difference
consists in the application of the local central limit theorem instead of the law
of large numbers in order to explicitly evaluate the limiting hydrodynamical
equation (4.11). We will give the proofs of Theorems 4.1, 4.2 and 4.3 in the
next subsection.
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4.1.3. Convergence of generalised fields

Theorem 4.7. Let v > 1 and let 7y be the same as in Theorem 4.1. Then, if
@ # 0, the convergence result (3.1) holds for all T < 19 and all ¢ € S(R”). If
@ = 0 then the convergence result (3.2) holds for all T < 7y and all ¢ € S(R").

Theorem 4.8. Suppose that v =1, 2.
If @ # 0, then for all 7 > 0 and all test functions ¢ € S(R") statement (3.1)
is true with p(7,r) the solution to (4.8) with initial condition p(0,7) = po(r).
If @ = 0, then for all T > 0 and ¢ statement (3.2) is true with p(r,r) the
solution to equation (4.14) with initial condition (4.12).

Theorem 4.9. Under the conditions of Theorems 4.3 and 4.6 the statement of
Theorem 4.7 is valid for all T > 0.

The proofs of the above three theorems are analogous to the proofs of Theo-
rems 3.1 and 3.2. We only have to use Theorems 4.1-4.6 instead of Theorems 1.1
and 2.1 whenever this is needed. We omit the details.

4.2. Short times in any dimension

This subsection proves Theorem 4.1. The main difficulty of the non-
positive perturbation case is the absence of a probabilistic dual process. We will
show that the expectation of £,/ ([r/€]) can be represented by a series similar
to a series in perturbation theory. In order to evaluate the limit of each term
of this decomposition we first estimate the absolute values of each summand in
the decomposition, whilst not taking into account possible cancellations between
positive and negative summands. We show that the series for the first correlation
function converges absolutely for sufficiently small 7.

4.2.1. Diagrams

For notational simplicity we will only consider the case

Pi(€() = &(y1)€(y2), P-(&()) = &(y3)&(ya). (4.15)

The generalisations are obvious.
Using (4.1) we can write the one-point correlation function at time ¢ as a
linear combination of one- and two-point correlation functions at time ¢ — 1.

G@) = (1—2)> ay&a(z+y) + (Gl +y)s1(z+y2))
yeQ

—e(&—1(r +y3)&—1(x + ya))-

By using the conditional independence property we can rewrite the latter ex-
pression as a combination of correlation functions of order no more than 4 at
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time t — 2. Note that (£5(2))? = £4(2). Proceeding in such a way we finally ob-
tain an expression for (§;(x)) that only involves correlation functions at time 0.
These are given by (4.5). Thus we obtain the decomposition of (£ (x)) into the
sum of contributions of diagrams:

(@)=Y J@Q), (4.16)

GED(t,x)

where the summation is taken over the set of diagrams with top vertex (¢, x)
(all definitions are given below).

Definition. A diagram G with top vertex (¢,z) is a graph with vertices be-
longing to Z x Z" that is generated by the following algorithm. The algorithm
has ¢ steps.

1. First we construct the top vertex (t,z) on Z x Z".

2. As a second step we choose one of 3 possibilities:

e We construct one of the vertices (t — 1,2 + y),y € @, and a line [
connecting (¢,z) and (¢t — 1,2 + y). We assign to the line | weight
(1—¢)ay.

e We construct a pair of vertices (t — 1,z +y1) and (t — 1,2 + y2) and
two lines connecting (¢, ) with (¢t —1,z+y1) and (¢t — 1,2+ y2). We
shall call this pair of lines a fork. We assign to this fork weight ¢.

e We construct a pair of vertices (t — 1,z + y3) and (t — 1,2 + y4).
After drawing two lines from (¢,2) to (t — 1,2 4+ y3) and from (¢, z)
to (t — 1,2 4 y4) we assign to this fork weight (—¢).

3. Suppose that vertices (t—s+1,x1), ..., (t—s+1, x,,) have been constructed
in step s. In step (s + 1) we construct new vertices and lines or forks
starting from each of the vertices (t —s+1,z;),j =1,...,m, using rule 2
of the algorithm. The assignments of the weights are the same as above.
If some of the constructed vertices occupy the same points in Z x Z¥ we
call them coalescing and we consider them as a single vertex in the next
step.

4. The algorithm stops in step ¢ + 1. Let (0, 21),..., (0, 2;) be the vertices
constructed in the last step. We call these vertices the end-points of a
diagram and assign to them weights pg(ez1), ..., po(e2k)-

Definition. The contribution J(G) of a diagram G that is generated by the
above algorithm, is the product of the weights of the lines, forks and endpoints
of G.
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4.2.2. The majorising process

For notational simplicity we will only prove the Theorem for the case
(4.15).
Let D™ (t,z) be the subset of all diagrams with n forks. Obviously,

D(t,z) = G DM (¢, x).

Next we state our main lemma. The proof will be given after the proof of
Theorem 4.1.

Lemma 4.1. There exists 79 > 0 such that for all 7y, 1 < 79, the following
estimate holds

sup sup y |J(G)| < d" (4.17)
€LY T€[0,71] GeD™)([r/¢],x)

for some d = d(m1), 0 < d < 1.

It is easy to complete the proof of Theorem 4.1. Using (4.16) and Lemma 4.1
we conclude that the series

(E@) =Y Y. I (4.18)

n=0  GeD™)(t,x)

converges uniformly in (e,¢,z) for et < 7 < 79. Hence in order to evaluate the

limit ’
lim (&1 ([2]))

it is sufficient to evaluate the limit of each term of the series (4.18). To do so we
simply repeat the arguments used in the proof of the main theorem of Section 1.
This proves Theorem 4.1. O

Proof of Lemma 4.1. We define the following discrete time random walk 7;,
s € Z, on Z¥, with branching and coalescing and starting at point x € Z".
The state space of ns is the set M of finite subsets of Z”, ny = {x}. Let
Z1,...,x be the state of the process at time s. Then at time (s + 1) the
particles z;, 7 = 1, ..., k, evolve independently from each other by the following
rules. Particle x;

1—¢
e jumps to site (z; +y),y € Q, with probability T2 Qy,
€

e produces two descendants at sites (z; +y1) and (z; + y2) (and dies itself)

with probability % ,
€
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o produces two descendants at sites (z; +y3) and (z; +y4) (and dies itself)

with probability % .
€

If some particles are at the same site at time s 4 1 they coalesce.
Let F(-) : M — [0,1] be the following function

F) = I pole2).

zeM

where pg is the same as in (4.5). Consider the event
{ the process 75 has exactly n branchings in the time interval [0, t] }.
Let xn,:(n.) be the indicator of this event. Then the following statement holds.

Lemma 4.2.

Yo @I (46" Eoxna(n)F(ne),
GeD()(t,x)

where E, denotes the expectation operator on the process 1. starting at x € Z".

Lemma 4.2 follows directly from the definition of the contributions of dia-
grams and the definition of the process 7.

We associate with the process 7 a branching process Ct(g). It will be a
Galton—Watson process, in which each particle produces one descendant with
probability (1 —¢)/(1 + ¢) and two descendants with probability 2¢/(1 + ¢) per
unit time. Hence for fixed € > 0 the process Q(E) exhibits a super-critical be-
haviour.

Since in the process Ct(s) particles can not coalesce, the following inequality
holds

Eoxne < P{C® > n}. (4.19)

Lemma 4.1 follows from (4.19) and the next lemma.

Lemma 4.3. For any C > 0 there exist 1o = 79(C') > 0 and Cy > 0, such that
for all 7 < 1y and for sufficiently small e

PLCS) =nt<Ch-C7"

uniformly in €.

Proof of Lemma 4.3. Consider the generating function gpgs) of the process Q(E):

0 (5) = (popo...0p)(s),
t

where ) 5

—¢ € 4
= . 4.20
1+€S+ 1+€S ( )

We shall use the following property of the functions <p§€) ().

o(s)
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Lemma 4.4. For any s > 0 let €,t be such, that

2
. fgs <1, et<(2s)7 .
Then 1
() <
o) S G

We will first complete the proof of Lemma 4.3.
It follows from Lemma 4.4 that for every s > 1 we can choose 79 = 7o(s) > 0
such, that

#lr)a(®) < C1
for some constant C; = C (79, s), uniformly in € and 7 < 7. Since

oo

(e) _ (&) _ n
‘P[f—/g](s) = Zl P{C[.f/g] = n}s
the estimate

C
P{C[(ngg] = n} < s_’i

immediately follows. This proves Lemma 4.3. O

Proof of Lemma 4.4. For notational simplicity we will omit the superscript (¢) in

gpga)(). Remark that the functions ¢:(-),t € N, constitute a recurrent sequence

of the form
2e

T 1+e
for t > 1 and ¢1(s) = ¢(s) as in (4.20).

Let s be greater than 1. Consider the recurrent sequence v:(s), t € N, given
by

@i(s) — pi-1(s) (90571(5) —pi-1(s))

W) = ii(s) = ot (s) 1L

Pi(s) = ¢i(s).

It is clear that ¢;(s) < 4(s) for all ¢. In turn, the sequence v (s) is majorised
by the solution of the differential equation

;o 2t _
=127 y(0) = 1 (s).

Y

By solving the last equation we obtain the conclusion of Lemma 4.4. O
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4.3. Convergence for all times: dimensions v = 1,2

We will consider the case v = 1,2 and we will give the proof of Theo-
rem 4.2. We proceed as follows. The first step is a special renormalisation of the
model. In the second step we consider the expansion of the one-point correlation
function of the renormalised model into a series of contributions of diagrams,
similar to the previous subsection. Next we show that the total contribution
of all diagrams with at least one fork, tends to 0 as € — 0. So only diagrams
without forks have a contribution in the limiting equation. The analysis is more
delicate than the analysis in Subsection 4.2. This is why we are able to prove
convergence to the hydrodynamical equation for all 7. We note that the lin-
earity of Equation (4.8) reflects the fact that the symmetrical random walk in
dimensions 1 and 2 is recurrent.

There are three possibilities for the perturbation terms Py () and P_(-)
in (4.1):

A Zc:> Zcz;

AEP. AeP_

+ _ —.

B. g cy = E P
AeP, AeP_

+ —

C. E cy < g cy-
AeP. AeP_

We shall refer to them as cases A, B and C. First of all let us explain how
to reduce cases A and C to case B. Denote

_ + -
=YY

AeP, AeP_
The conditional probabilities (4.1) can be rewritten as
Pln(@) = 10} = (1-¢) > a&lz+y)
veQ (4.21)
+e (P& + ) = PLEG(+2)) + ),
where ¢’ = (1 —a)e, B’ = B(1 —a)~! and where in case A

PLE() = (I—a)'Pu(s(),

PLE() = (T—a) M P(E() +a ) ai(-+y)),
yeQ
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and in case C

PLEC))

(1= a) H(Py(E() — @ Y ay&(- + 1)),
yeQ

PLE() = (1—a) 'P-(§())-

The polynomials P/ (-) defined above satisfy condition B. So the convergence
in Theorem (4.2) for cases A and C follows from the convergence for case B.
Simple calculations show that the limiting equations in cases A and C have the
form (4.8) if the limiting equation in case B has this form.

Below we will only consider Py satisfying condition B. Consider the repre-
sentation of ({[;/([r/€])) as a sum of contributions of diagrams (see (4.16)):

Ga@)- Y =Y Y o

GeD([1/¢el,[r/e)) =0 GeD™)([r/e],[r/e])
The Theorem follows immediately from the next two lemmas.

Lemma 4.5. Let Py(-) satisfy condition B. Then
Z Z J(G)— 0, (¢ —0).
n>l  GeD™)([r/e],[r/e])

The convergence is uniform in T on compacta in R.

Lemma 4.6. Under condition B the following convergence result holds (uni
formly in T on compacta):

> J(G) = p(7,7), (e —0).

GeDO([r/e],[r/e])

p(7,7) has the form
plr,r) = € polr + @r),
and is therefore the unique solution of the differential equation

dp

EZ( ,Vep) —p

with initial condition p(0,r) = po(r).

Before proving the main Lemmas 4.5 and 4.6 we introduce some notation
and we state two technical lemmas that are of independent interest.

We denote by P° the probability law of one, two or more independent random
walks with jump probabilities (1.3). Let further P be the probability law of a
coalescing random walk. For example,

P((y1,y2) = (21, 22))
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is the probability that two coalescing random walks starting in y; and ys do not
meet before time ¢ and they hit z; and z, respectively at time ¢. Analogously,

P((y1,92) = 2)

is the probability that two walking particles starting in y; and ys coalesce into
a single particle before time ¢ and this particle hits z at time t.

Let us denote by o(y1,y2) the time for two walking particles with jump
probabilities (1.3) and starting in y; and y2 to coalesce. Then {o(y1,y2) > t}
is the event

two random walks 1 (s) and yz(s), s € Z!,
starting in y; and yo respectively,
do not intersect for 0 < s < ¢

Lemma 4.7. Let v =1,2. Then

(i)
Po>o(y1,y2) > 1) =0, t— o0;
(ii) for any T > 0
[1/e]
€ Z P%o(y1,y2) >t) — 0, &—0.
t=1

Remark. For v = 1 we have the estimate
_c
(1+1t)L/2

for some constant C' = C'(y; — y2) > 0. See [18] for the proof. It is evident that
(4.22) implies both statements of the above Lemma for v = 1.

Po(y1,y2) > t) < (4.22)

Proof. The statement of Lemma 4.7(i) is in fact a restated recurrence property
of the symmetrical random walk in dimensions 1 and 2. Statement (ii) of the
Lemma follows from (i) and the following well-known theorem:

a1 + e + Ap

({an}, an — 0, n — 00) :>( -

HO,nHoo).
O

Recall that in fact we consider a random walk with bounded jumps. This
is because the set @ in (1.3) is finite. Let d(Q) be the diameter of Q. The
following lemma is true in any dimension.

Lemma 4.8. Forv > 1, any y1,y2 € Z” and t; > to > 0

C - (d@)(t —t2) + [y1 — 4po)
(1 +tp)1/2

Z‘Po(yl 4, z) —Po(y2 2, Z)’ <

for some constant C > 0.
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Lemma 4.8 can be proved by applying the local central limit theorem (cf. [5]).

Next we will prove Lemmas 4.5 and 4.6. First of all we note that the model
under consideration has no dual probabilistic process as opposed to the non-
perturbed voter model or the voter model with positive interaction. In other
words, the contributions of the diagrams in the decomposition (4.16) can not be
interpreted as the probabilities of the trajectories of some probabilistic process.
So in order to prove the Theorem we have to take into account cancellations
that might occur due to the presence of positive and negative forks in (4.16). On
the other side, pieces of diagrams between neighbouring forks can be thought of
as contributions of a “free dynamics”, i.e. the process that is dual to the non-
perturbed voter model. We note that the dual process of the non-perturbed
voter model is the coalescing random walk with jump probabilities (1.3).

In order to simplify the notation and without loss of generality we will only
prove the Theorem for the case

Pr(E() = &(z1)&(x2),
P_(§() = &(w3)&(xa), (4.23)
g = 0.

Proof of Lemma 4.5. First we consider

Y. J©)

GeDM ([r /el [r/e])
& [r/e]—t
= e > (- AP/ TR w)
S (4.24)
. {Z Ul(t1,w, z)po(ez) + Z R(t1;w, 21, ZQ)pO(EZl)pO(EZQ)} ,
z 21,22

where

R(ti;w, z1,29) = (1—¢)* (P((w Far,w+ 22) B (21, 22))

— P((w+ 5,0+ 70) > (21,22)) )
and
t1—2
Ul(t1,w, z) = Z (1— 5)2(t17571)+s ZH(tl, s,w,u)P(u N 2),
s=0 u
with
I(ty,s,w,u) = Plo(w+z,w+xz) =t —s—1,(w+x) tizsyl u)
—Plo(w+zs,w+a4) =t —s— 1, (w+ z3) "=5 " 00).
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The functions U(-, ) in (4.24) correspond to the event that two walking parti-
cles that arose in a fork at time ¢;, met before time 0 (in reverse time). The
functions R(-,-) in (4.24) correspond to the complementary event, i.e. that the
two particles did not meet before 0.

From Lemma 4.7(ii) we obtain that the following expression tends to 0 as
e —0:

[r/€]

€ Z Z |R(t1;w, 21, 22)|

t1=1 21,22
[7/e]
< ¢ Z (P(o(w1,22) > t1) + P(o(w3,24) > 11)).
t1=1
(4.25)
To estimate U (-, -, -) we first fix some positive integer valued function ¢(g), such
that e¢?(e) — 0, ¢(e) — oo as € — 0. Note that

b(e)
e > s YU, w,2)| < eo(6).

t1=1 w

For t; > ¢(e) we decompose U(-,,-) into two parts Uy and Us, the former of
which corresponds to the event that two particles arising in a fork at time ¢;
have coalesced (in reverse time) within the time interval [t1,t; — ¢(e) — 1], and
the latter of which corresponds to the opposite event, i.e.

t1—2 t1—p(e)—2
U(tlvwvz):Ul(tlvwvz)+U2(tlawaz>: Z =+ Z
s=t1—p(e)—1 s=0

Then Us(t1, w, z) satisfies the inequality

[7/e]
€ Z SHPZ|U2(t17w7'Z)| < C(P(o(r1,22) > ¢(¢)) (4.26)

ti=g(e)+1 ¥ =
+ P(o(x3,24) > ¢(€))) -

By virtue of Lemma 4.7 (i) the left-hand side of (4.26) tends to 0 as ¢ — 0.
Let us consider Uy (t1,w, z). We can rewrite it as follows.

Ul(tl,'UJ,Z) = Wl(tl,w,Z) + WQ(tlawaz)a

where

t1—2

Wilty,w,z) =1 =) Y aile,ts—s) Y Mty s,w,u)Plu > 2),

s=t1—p(e)—1
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and
(1—gfr=s72-1 ifi=1

ai(ety —s) =
1 if1=2.
This yields the estimate for W:

[T/e] [t/e]  ¢(e)+1

€ Z supZ|W1(t1,w,z)|§2€ Z Zalakz <

w

t1=¢(e)+1 z t1=¢(e)+1 k=0

T —g)Pe)+2 _ 15 15 T
[E} . (1 e+ E1 + (¢(e) +2) < e [g] (B(e) + 2)25. (4.27)

For estimating Wy we use the following decomposition.

WQ(tlawaZ) = W21(t15w52)+ ng(tl,w,Z)

where s
Wor() = (1—¢e) Z Z (t1, s, w,u)
s=t1—p(e)—
(P(u 22) — P((w+x1) f=gle)=1 z))
and
th = t1—¢(e)—1
Waa() = (1 —¢) Z Z (t1,s,w,u) | P((w+x)  — = 2).
s=t1—p(e)—

By Lemma 4.8 we have for some C1,Cs,C3 >0

[r/e] [r/€]

ol < CLA(Q)O(E) +C)
Etl_d)Z(E)HSgpzZ]Wzl(h, 2) <02 tl_%;)ﬂ 1+ (t — o(c) — 1))1/2
< Cgs[ }1/2(15(5).
(4.28)

It is clear that

t1—2

Z Z (t1,s,w,u) = P(o(z1,72) < ¢(e)) — P(o(xs,24) < ¢(¢))
s=t1—p(e)—1 u
= P(o(z3,24) > ¢(e)) — P(o(x1,22) > P(€)).

In the last equality we have used the fact that the symmetrical one— and two—
dimensional random walks with finite jumps are recurrent [18].
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By Lemma 4.7(i) we get

[7/€]
€ Z supz |[Waa(t1,w, z)] — 0, € — 0. (4.29)
ti=¢(e)+1 =

It follows from (4.25)—(4.29) that (4.24) tends to 0 as € — 0.
We have to prove the same statement for the sum

Ssa(rrie) E N 3 J(G). (4.30)
m22  GeD™([r/el,[r/e])
We can rewrite (4.30) as follows.

[r/e][r/e]-

S22() = &2 Z T g P

D Ut — to,w, 2) (Py (S, -1(- + 2))) = (P- (& —1(- + 2))))
+ Z R(t; — tg;’LU,Zl,ZQ)((l —€) Z ay

21,22 yeQ
Z< Eta—1(zi + 1) (Py (Ery—1 (- + 23-4)) = P—(Ery—1(- + 23-4))) )

e H(P+(§t271(' +2i)) = P (&, -1 (- + 21))) >)] :

(4.31)
with the same notation as in (4.23) and (4.24). In the above expression ¢; is
the moment that the first fork arises and ¢5 the moment that the second fork
arises.

To estimate (4.31) we use the new summation index vy = ¢; — t2 in (4.31)
instead of ¢; and we change the order of summation:

[7/€] [r/e]l—t1 [r/e]l-1  [r/e]l—ta
SO DEELID DD DI
t1=2 to=1 to=1 v1=1

The inner sum is analogous to the sum ¢}, in (4.24) and can be estimated

uniformly in ¢o by using (4.25)—(4.29). The outer sum 22/261]71 does not create
any extra problem because of the factor € in front:
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Hence the sum (4.30) tends to 0 as e — 0, thus completing the proof of
Lemma 4.5. O

Proof of Lemma 4.6. None of the diagrams G € D) ([ /¢], [r/¢]) has a fork and
hence it is the trajectory of a single particle walking back in time with jump
probabilities (1.3) and starting in [r/e] at time [7/¢]. Consequently,

Z J(G)=(1- E)[r/a] ZPO([T/E] [r/e] z) po(ez).
GeDO([r/e],[r/e]) z
The central limit theorem implies that for any 0 < o < 1/2
0 [7/€]
D POr/e) ™) » 1, e~
z:\z—[r/a]—d’[r/a]\Sg*l/zfa

The statement of the Lemma easily follows. O

4.4. High dimensions via auxiliary voter model
4.4.1. Auxiliary voter model

In the present section we prove Theorem 4.3. We consider the following
class of perturbed voter models in dimensions v > 3.

P{éni(x) =116} = (1—2) ) aybi(z+y)
veQ (4.32)
+ e (Py(&(- +2) — P-(&( +2)) +B),

with the cylindrical functions Py (-) as described in Section 4.1. We assume that
the following additional conditions are satisfied

Jr p— .
df > d; for all j > 2 (4.33)

(see (4.3) for the notation).
Without loss of generality, to simplify notation and to avoid unessential
details we will only consider the case

Pr(E(1) = ar€(z1)é(x2), P-(§()) = a2§(x3)€(2a),
where aq, a9 > 0 and 1, 29, 23,24 € Z¥ are such that
1Dz} (22} 2 2D (a5} {24}

The latter condition is equivalent to (4.33).
Below we will use notation

D12 = Diary faa}r D12 = Diayan)y D34= Diaa)(ea)y D34 = Digyea)-



Hydrodynamics of the weakly perturbed voter model 43

Further define two constants 0 < k < 1 and u € R as follows.
HO&1D172 = 042D374, ,LL = HO&1D12 — 042D34. (434)

It is convenient for us to introduce an auziliary voter model. It is a voter
model with a positive perturbation. To define it we distinguish two cases.

1) Let g > 0. The auxiliary voter model is a discrete time conditionally inde-
pendent Markov process with conditional probabilities

P{¢(a) =160} = (1—2) Y ayéi(w+y) +e(Pra&(-+2) +8), (4.35)
yeERQ

where Py 1(£(1)) = (1 — k)a1é(x1)€E(z2) + p&(z1). We will also use
Pro(€() = rong(w1)€(x2),
PLEC)) = aab(ws)(wa) + pg(z1).

Then the model (4.32) can be considered as a perturbation of the auxiliary
model (4.35) with a perturbation term of the form

e (Pral&()) - PL(& () (436)
= & (ka1&(z1)é(z2) — ao(w3)é(za) — pé(21)).

2) Let p < 0. In this case the auxiliary voter model is defined by the conditional
probabilities

Pléi(@) =11&()} = (I—e(l—m) ) aélz+y)
veQ (4.37)

+e(Pr1(&e(- + ) + ).
‘We use the notation

Pi1(€() = (1= r)aaé(x1)é(x2),
Pio(€(r) = maaé(wn)é(za) +[pl Y ayé(y).

Hence in this case the model (4.32) can be considered as a perturbation of the
auxiliary model (4.37) with perturbation term

€ (Py2(&() = P-(&(+)))
= & (ron€(e)g(e2) + 1Y a,8(y) — az(wa)é(aa) ).
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Since case 2 is by no means more difficult than case 1 we will only consider
case 1 and the corresponding auxiliary voter model (4.35).

Let us note that the auxiliary voter model possesses a dual probabilistic
process. Below we give a description of this duality.

4.4.2. Dual process of the auxiliary voter model

Let F(Z")(= F) be the set of all finite subsets of Z* (including the empty
set (). We define a discrete time homogeneous Markov process 7; with values
in F(Z") corresponding to a branching random walk with coalescing and death
of particles. To be more concrete, let n, = B, B € F(Z"), be the state of the
process at time t. Then at time ¢ + 1, each of the particles x € B behaves
independently of the other particles by the following law:

e it jumps to site  +y,y € @, with probability (1 — ¢)a,,

e it produces one descendant at site (xz + 1) with probability xkoe (and dies
itself),

e it produces two descendants at sites (z+x1) and (x + x2) with probability
ape (and dies itself),

e it dies with probability e(1 — aig — o).

Two different particles coalesce, if the appear at the same moment in the
same site in Z"; that is, they are considered to be a single particle from that
time on.

The constants ag and k¢ in the above description have the following values:

ap=(1—-kK)aa, ko=p.

It is easy to see that ag, ko > 0, ag + ko < 1. If ag + kg = 1 then 8 = 0 and we

take by definition ————— =0, 0° = 1.
— Qg — Ko

Duality relation. It can be easily established that the auxiliary voter mo-
del (4.35) and the process 7 are related by the identity

1
_ Y _ s
(Mew) = ¥ Sroassmm=nms)(—2—).
€A aux  BeF(zZv) 1>0
(4.38)
In this identity we use the following notation:
P(®) is the probability law of 7;;

A -5 B denotes the event that the process 7. is in state B at time ¢ given that
at time 0 it is in state A;
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Ngy(t) denotes the number of particles which have died in the time interval
{1,2,...,t},

po0<(B) = TI pole2).

z€eB

4.4.3. General voter model as a perturbation of the auxiliary voter
model

We need to represent the one—point correlation function (& (z)) for the
model (4.32) as a power series in the perturbation term (4.36). The model (4.35)
can be viewed as the “free dynamics” for such a decomposition. It is useful to
think of such a decomposition as a resummation of a series like (4.16) for (§;(z)).
Below we give a constructive description of the mentioned decomposition.

The terms of the series can be obtained as the contributions of the diagrams
that are constructed by the following algorithm. Each of the diagrams is a graph
with a subset of Z, x Z" as it’s set of vertices and with top vertex (¢, x).

1. We start with a particle in = at time ¢. This is the top vertex (¢,z) of a
diagram. In each of the subsequent steps of the algorithm we descend on
a previous slice (for example from slice {s} x Z” to slice {s — 1} x Z").

2. Let B be the configuration of particles at time 5,0 < s < t. z € B
corresponds to vertex (s, z) of the diagram. Each particle z € B chooses
one of the following possibilities:

e to evolve (backwards in time) according the law of 7.. In this case the
corresponding part of the diagram is constructed as in Section 1.2.

e to split at time s — 1 into a pair of particles (z + 1) and (z + x2).
In this case we construct two vertices (s — 1,z + x1), (s — 1,2 + x2)
and two lines connecting each of these with (s, z). We assign to this
pair of lines weight ea;x and we call it a positive fork.

e to split at time s— 1 into a pair of particles (z+x3) and (z+x4) with
weight (—eag) (so-called negative fork). In this case we construct
new vertices and lines similar to the previous situation. We call this
a negative fork with weight (—eaz).

e to replace itself at time s — 1 by a particle (z + z1) with weight
(—ekg) (to have a unified terminology we call such a construction a
degenerate negative fork). In this case we construct a vertex (s —
1,z 4+ x1) and a line that connects it with (s, z).

3. The algorithm either stops on the O-slice or if all particles died before
time 0 by the law of 7..
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In other words, a diagram is a graph consisting of parts of trajectories of the
process 7. connected by a number of forks.

The set of all diagrams with top vertex (¢, ) is denoted by H(¢,x) and the
contribution J(G) of the diagram G is defined as a product of probabilities of
parts of the trajectories of the process 7., of weights of forks and of multiplicative

constants of the form
l
5
S d B
<1_O¢O_HO an p01€( )7

where [ is the number of particles that have died by the law of 7. and B is the
O-slice configuration of particles (see also (4.38) for the notation). Note that
forks only arise through the perturbation term. A branching that occurs in the
evolution of the dual process of the auxiliary voter model is not a fork.

Let H™(t,2) be the set of all diagrams with n forks (including degenerate
ones). Then the sum

Sult,z)= Y J(G) (4.39)

GeHm (t,1)
is the nth term of the decomposition of (& (x)) into powers of (4.36):

(& (@) = Sult, ). (4.40)
n=0
Remark. We note that for each finite ¢ the series (4.40) is in fact a finite sum.

4.4.4. Main lemmas

Lemma 4.9. For any 7 > 0,7 € R,
) T
tin 3 5,(11.[1]) = 0

e—0 3 9
n>1
and the convergence is uniform in T on compacta.

Lemma 4.10. For any 7 > 0,r € R”, we have the following convergence uni-
formly in T on compacta
Tq (T
So([ 2. 15) = (o). e =0,
where p(7, ) is the unique solution to the differential equation
dp

oy (@, Vyp) — (1 —a1Dig + aaDsq)p

+ (1D 2 — a2 D3 4)p* +
with initial condition p(0,r) = po(r).

It is clear from (4.40) that the statement of the Theorem immediately follows
from the above Lemmas.
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4.4.5. Important technical lemmas

For brevity let us introduce notation
PE(AS B, 1)=PE (A5 B, Ny(s) =1).

Lemma 4.11. For v > 1,v1,v2 € Z" the following bound holds uniformly in
t,0 <t <[1/e]

> N PO 5 Bl - PO (v 5 B < Cloy —vafe'/?, (4.41)
BeF(Zv) I1>1

where C' = C'71/2? and C' is positive and depends only on the jump probabilities
(1.3).

Proof. If B = () then
P(E)(’Ul L? @) - P(E)(’Ul L (Z)) =0

by the translation invariant property of 7..
If B # () we introduce s to mark the time of the first branching of n. with
starting point one of the single point configurations v; or vy. We have

PO (v -5 B 1) — PO (v, -5 B, 1)
t
= > (1= Y (P05 2) - PO(uy S )
s=1 z

. {(1 — k)ar PO ((z + 21,2 + m2) =3 B,1) + uPE ((z + 21) =3 B,1)] .

Substituting the last expression into (4.41) and applying Lemma 4.8 we get the
following estimate

t

Cylvr — vl 1/2
—_—r- Al <« _
EE (1 5)1/2 C’|v1 ’02|€t ,

s=1
for some constants C7,C > 0. The statement of the Lemma easily follows. O

Let Z; be a Galton—Watson branching process, in which each particle pro-
duces one or two descendants with probabilities 1 — ¢ and ¢ respectively. We
need the following property of this branching process, which can be proved by
a direct calculation.

Lemma 4.12. For each 7 > 0 there exists a constant C(7), such that

sup EZ? <C(71).
0<t<[r/e]
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Let |n;| be the number of particles of the process 7. at time s. Next Lemma
is a simple consequence of Lemma 4.12.

Lemma 4.13. For any § > 0 there exists a number N = N(7,§) > 0 indepen-
dent of €, such that

sup  P{|ns| > N} <.
0<s<[r/e]

Lemma 4.14. Write t. = [7/¢] and let v > 1.
(i) We have the following convergence result for e — 0

te
e > PEO=F )Y [PEA S B~

t=1 AcF(z)\{0} Bl
— ZZ H PO 5 By, 1,)| — 0. (4.42)
B, l, veA
The sum ) in (4.42) is taken over all B, € F such that |J B, = B and the
B, vEA
sum Y is taken over all non-negative integers l,, with > I, = 1.

Ly vEA
(ii) For any fixed 1,29 € Z"

te
e Y PO A)
t=1 AeF(z*)\{0}

STSTPE (A fw}) U{w + 21w + 22} B 1)—

w€eA B,l
-3 3 I PO S Bul)PO ({wtar, wtas} - B, 1) — 0 (4.43)
BBy UL, ve A\ {w}
ase — 0. The sum Y in (4.43) is taken over all elements of F with
B".B,
Bu |J B,=B
veA\{w}

and the sum Y is taken over all non-negative integers with

U1y
'+ > =L

ve A\{w}
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Proof. Let us represent the probabilities in (4.42) as a sum of contributions
of trajectories of the dual process. Taking into account possible cancellations
in (4.42) we conclude that the left-hand side of (4.42) can be bounded by

Const (P°{o(z1,22) > ¢(e)| o(z1,22) < 0o} +e¢(e)),

where ¢(g) is an integer valued function such that ¢(g) — oo, epp(e) — 0 as
e — 0. This implies the statement (i) of Lemma 4.14. The proof of statement (ii)
is similar. O

Lemma 4.15. We have the following representation

o(e)
> (1 =) “PO(o(wr, we) = u) = P°(o(wi,wa) < ¢(e)) + Be),

where |3(g)] < Ce(é(e))?.

Proof of Lemma 4.15. It is simple calculation (see (4.27)). O

4.4.6. Estimates for the non-surviving part: resummation of diagrams

We prove Lemma 4.9. First we prove that

SUZL[ED) =0, e—o0. (4.44)

€ 1—ap— Ko

Taking into account (4.39) and the definition of diagrams we have

te
Siltera)=ed>_ > N PO =N A 1)0"Y US(A B 1) po.(B),
t1=1 AcF\{0} | BeF
(4.45)
where we have denoted

US(A,B.t)) = > > S PEOA\fw} — Ay, ') 0"

weAAEF U

3
ST S Us(w, Ay, Bl ),

11,0215 i=1
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and

nalp(s)(Al U{w + x1,w+ x2} LN B, ;)0
_CYQP(E)(Al U {w + T3, w +$4} L? B, l2)912,
—pP© (A U{w + 21} -5 B, I3) 0.

Ulg(wvAlaBall;t)
Ug(waAlaBal2;t)
Ug(wvAlaBal3;t)

(4.46)
Let Sj(te,re) be the same as the right-hand side of (4.45) except that the
probabilities

(P(E)(Al U {w + Toi—1,W + .Z'Qi} L B, lz ),
(see (4.46)) are replaced by
Z Z PO(A; 1% By, 1) - PO ({w + zoim1,w + 2;} 2 Ba, li2),

B1UB2=B lj1+li2=l;

for i = 1,2 and for i = 3 the probability P()(A; U {w + 21} — B, I3) is
replaced by

S Y PO Bl PO({w t a1} 5 Bayl).
B1UB2=B l31+l32=l3

Otherwise speaking, consider the dual process starting at time ¢; from configu-
ration Ay U{w+z1,w+z2}, AiU{w+zs, w+x4} or AyU{w+x1} (see (4.46)).
We let the particles of configuration {w + z1,w + z2}, {w + z3,w + x4} or
{w + 21} move independently of the particles of configuration A;.

It follows from Lemma 4.14 that the limits

lim Sy (te,re) and lim S} (¢c,7:)
e—0 e—0

exist both or they do not and they are equal provided they exist. So, let us
consider

te
Siltere) = > 3 N PO@ = A1)

t1=1 AcF\{0} !

3 S S PO@Aw) 4 By )6 (4.47)

B1,B; weA U

3
>N Ti(w, By, lizty — 1) 6% po .(By U By),

=1 1
where
Tl(’w,Bg,ll;t) = fialP(a)((w+x1,w+$2)—t>Bg, 1y ),
TQ(’LU,BQ,lg;t) = 70&2P(€)((w+1'3,w+$4) i>BQ, lQ ),

T3(’w,Bg,l3;t) = —uP(E)((w+$1)—t>Bg, lg)
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Further considerations are similar to the proof of Lemma 4.5. We need a better
control of the dual process during the time interval [t; — 1,1 — ¢(g)], where ¢(+)
is a fixed integer valued function, such that

#(e) — 00, %p(e) — 0 ase — 0.

Let us introduce the following events:

H;(w,t) ={ at least one of the particles of the process 7. that started at time ¢
in configuration D; has died or branched before time ¢ — ¢(g) — 1}, 1 = 1,2, 3,

with D; = {w + @oj—1,w + x9;} for i = 1,2 and D3 = {w + 21 };

E;(w,t) ={ the particles of the process 7. starting at time ¢ in configuration D;

do not coalesce before time t — ¢(e) — 1} N H;(w, t), i = 1,2;

F;(w,t) ={ the particles of the process 7. starting at time ¢ in configuration D;

coalesce before time t — ¢(¢) — 1 into a single particle}NH;(w,t), i = 1,2.

We will write T g, ..., 1%, F, ..., 15,5, ... for quantities like the following:

Ty g(w, 21, 29,115 8) = PO ({(w + 21,0 + 22) > (21, 22)} N Ey(w, 1), 7).

Estimates for T; .

Let S (e, 7c) be given by Equation (4.47) with T; replaced by T; x. Since
a particle in the dual process 7. branches or dies with probability of order € at
each moment of time, we have

3
Z PO (r, te—t A) Z Z ZZ T, (w, B, 13 11— 1)

AcF\{0} weA BEF i=1

< Const ep(e), (4.48)

uniformly in ¢1,0 < t; < ¢.. Hence by (4.48) and Lemma 4.12 we conclude that
SLH(tE,rg) —0ase—0.

Estimates for Tgﬁ.

For the sake of brevity we will use the notation: t4 = t; — ¢(g). Let us
represent T 77 as

where

P(e)—1
Ty, Bilsiti = 1) = (=) 3 PO (w+a1) “5"2)

z

: (p<e><z 2 Bly) — PO ((w+a1) % Bl >) )
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t
Ty (w, B,l3its — 1) = (=) P ((w + 21) = B, Is)).

The following estimate holds

le
ey PO =AY SN T, (w, B, sty — 1)] <

t1=1 weA I3 B
b(e) te
<2py PO = A)A+ep Y PO A)Al
t1=1 tlzd)(E)Jrl

sip SN PO(z L Bila) — PO((wtzy) < B,ly)). (4.49)
lz—w—z1|<d(Q)(e) B I3

We have used the boundedness of jumps (1.3) in the above.

Applying Lemma 4.12 we conclude that the first summand in the right-hand
side of (4.49) vanishes as ¢ — 0. Using Lemmas 4.12 and 4.11 we conclude that
the second summand in the right-hand side of (4.49) tends to 0 as € — 0.

Estimates for T; r.

The above arguments show that we really only need to consider the case
that t1 > ¢(e). In this case we can represent T; p(-) in the following way.

Ty p(w,B,listy —1) = Tipi(w,B ity — 1) + Tipa(w,B,lity — 1)
+ T1,p3(w, B li;t — 1)
(4.50)
where
t1—2
Tiri() = ko Z Z(l —e)2Ati—s=1)
s=t1—¢p(e) v
.PO (U(w—l—xl,w—i-xQ) =t —s— 1, ('LU+.’L'1) tli?l ’U)
D=y P (w2
(PO (2 R B,ly) — PO ((w + z1) to B,
Ty ra() = kor(l-— 5)¢(6)+t1—2

t1—2
. ( Z (1—e)*P%o(w+z1,w+x2) =1 —5—1)
S:t1—¢(8)

7PO(O'(SC1,SC2) < ¢(€>)> P(E)((’LU +SC1> i B,ll),
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T17F73(') = HOél(l — €)¢(E)PO(U(SC1,ZL'2) < ¢(€))

PE((w+z1) 22 B,ly).

(For beavity we write T1 r ;(-) instead of T r j(w, B,l1;t1 — 1).)
Taking into account the boundedness of jumps in (1.3) and using Lem-
mas 4.11, 4.12 and 4.15 we note that

EZE > PO =AY SIS SN g (w, Bt — 1)) (4.51)

t1=1 AcF\{0} weA B I j=1

tends to 0 as € — 0.
The same considerations as in (4.50) and (4.51) are also valid for T5 p(-). In
the sequel we will use the quantity 7o ps(w, B,l1,t1 — 1) = To p3(-):

Typa() = —as (1 — €)@ PO(o(ws,24) < () PO ((w+ 21) ~ B, 1y).

Estimates for T; g(-).

We will consider the case t1 > ¢(e).
We will write T1 g(-) instead of T4 g(w, B,l1;t1 — 1). Let us consider

Ty e(r) = kar(1-— 5)2(¢>(8)—1) Z

21,22

~PO((w + x1,w + x2) ) (21, 22),0(w + 1, W + x2) > (b(e))

P(E) ( (Zl, ZQ) i B7 ll)
(4.52)
As before we can replace the probabilities in the latter expression, namely

P(E)((Zl,zz) e, B,ly)

by the sums

Z Z PO (z R Bi,l11) - P9 (2 L2 By, ).
B1UB2=B l11+l12=l1

By virtue of Lemma 4.14 this substitution does not affect the limit of S} (¢, 7).
After replacing these probabilities we can rewrite the expression thus ob-
tained as
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(1 —5)2(4)(5)71) Z PO((’IU+SC1,U}+SC2> ) (21,22),0(w+ 21, W+ 2x2) > d)(s))

Z1,%22

> > (PO S B - PO((w+ a1) < By, ))-
B1UB2=B l11+li12=l1

P (2, Lo, By, l12) +

+ PO ((w + 1) L 31,111)(P(€)(Z2 f Ba,l12) — PO ((w + x2) 4 32,112))} +
(1= 20O Py, w0t ) > 6(0))

S PO(wtar) 2 By ha) - PO (w4 a2) 2 By, h) =
B1UB2=B l11+l12=1l1
= (ken) T p1() + (kaa) ' T g 2().

Taking into account the boundedness of jumps (1.3) and Lemmas 4.12 and 4.11
we obtain that the following expression tends to 0 as ¢ — 0:

te
EZ Z P(E)(T‘g ti)l A)ZZZlTl,E,l(w’BJl;tl_1)|‘

ti=1 AcF\{0} weEA B 11

Analogous conclusions are valid for T5 g(+).
We have proved that for evaluating the limit lil% S1(te,re) it is sufficient to
E—

evaluate the limit of

te
e > Y Y PO = Ane Y > PEA\ w5 B

t1=¢(c)+1 Ac F\{0} I weA Bl

Y S W@ PO (w+ 1) <2 Br. )6 o (B'U B+

By UL

t t
+ 303 Wa@PO(w+m) < Bl PO (w+w2) 5 Byl

B1,Ba l1,l2

. 911+l2p075(B/ U Bl U BQ) 5
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where we have denoted

Wile) = kaa(l— €)¢(5)P0(0(z1,x2) < ¢(e))
— az(1 = e)? O P(o(x3,24) < B(¢)) — 1,

Wale) = rai(l —e)2?E=1P0g(x1,29) > ¢(e))
— az(1 — )2 =1PO(g(x3,24) > ¢()).

Noting that

Po(xi,x;) < ¢(e)) — Dij, P°o(zi,2;) > ¢(e)) = Dij, (1—¢)? —1,

as € — 0, we get

HI?% Wl({;‘) = FaalDlg —042D34 — 0 = 0,
E—

hI%WQ(E) = ka1Dig2—asD3s = 0.
E—

Consequently, 1in% Si(te,r:) =0 and (4.44) is proved.
E—

For proving the convergence

an(tEaTE) - 05 e—0

n>2

we should use the same ideas as in the proof of the corresponding part of

Lemma 4.5. We therefore omit details. O
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